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ABSTRACT: It is proposed that (a) creativity and inno-
vation are the result of continuously repetitive pro-
cesses of working memory that are learned as cogni-
tive control models in the cerebellum, (b) that these
cerebellar control models consist of multiple-paired
predictor (forward) models within the MOdular Selec-
tion and Identification for Control (MOSAIC) and hi-
erarchical MOSAIC (HMOSAIC) cerebellar architec-
tures that explore and test problem-solving
requirements, and (c) when resulting newly formed
predictor/controller models are fed forward to more ef-
ficiently control the operations of working memory,
they lead to creative and innovative problem solving
(including the experiences of “insight” and “intu-
ition”). Within this framework, three of Einstein’s clas-
sic autobiographical accounts of creative discovery
are analyzed. It is concluded that the working mem-
ory/cerebellar explanation of creativity and innovation
can begin to tie together: (1) behavioral and
neuroimaging studies of working memory, (2) behav-
ioral, clinical and neuroimaging studies of the cogni-
tive functions of the cerebellum, and (3) autobiograph-
ical accounts of creativity. It is suggested that newly
developed electromagnetic inverse techniques will be a
necessary complement to functional brain imaging
studies to further establish the validity of the theory.

Elsewhere, Vandervert (2003a, 2003b) sketched a pre-
liminary theory of how mathematical discovery, cre-

ativity and innovation arise through the collaboration
of working memory and the cognitive functions of the
cerebellum. Working memory may be thought of as the
“online” cognitive consciousness through which one
acquires new knowledge, solves problems and formu-
lates and acts on current goals (e.g., Baddeley, 1992;
Baddeley & Logie, 1999; Baddeley & Andrade, 1998;
Cowan, 1999; Ericsson & Kintsch, 1995). The cogni-
tive functions of the cerebellum consist of the model-
ing of repetitive cognitive functions of the cerebral
cortex (including those of working memory) in ways
that, when fed back to the cerebral cortex, increase the
speed, efficiency, and adaptability of the original cere-
bral functions (e.g., Desmond & Fiez, 1998; Haruno,
Wolpert, & Kawato, 1999, 2001; Houk & Wise, 1995;
Imamizu et al., 2003; Ito, 1997; Leiner & Leiner, 1997;
Leiner et al., 1986, 1989; Wolpert, Doya, & Kawato,
2003). Working memory and the cognitive functions
of the cerebellum will be described more fully below.

Purpose

In the present article, further support for the working
memory/cerebellar theory of creativity and innovation
is provided through the following: (a) updated and ex-
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panded neuroimaging research on working memory
(e.g., Chein, Ravizza, & Fiez, 2003), and the cognitive
functions of the cerebellum (Oztop, Wolpert, & Kawato,
2005;Wolpertetal., 2003), (b) theperceptualanalyticor-
igin of image-schemas (conceptual primitives; Mandler,
2004), and, on the basis of a and b, (c) more thoroughly
detailed analyses of Einstein’s three classic autobio-
graphical accounts of creative and innovative thinking.

Three interrelated arguments are presented in this ar-
ticle. First, it is argued that in the same way that cerebel-
lar models for the control of repetitive bodily move-
ments are learned and fed back to the cerebral cortex,
models for the repetitive cognitive processes of working
memory are learned in the cerebellum and fed back to
working memory, making its attentional, visuospatial,
and language functions significantly faster, more effi-
cient and adaptive (e.g., Akshoomoff, Courchesne, &
Townsend 1997; Cabeza & Nyberg, 2000; Chein et al.,
2003; Desmond & Fiez, 1998; Doya, 1999; Imamizu,
Kuroda, Miyauchi, Yoshioka, & Kawato, 2003; Ito,
1993, 1997; Leiner et al., 1986, 1989). Second, because
the components of working memory contain the attrib-
utes of conscious awareness and imagery (Baddeley,
1993; Baddeley & Andrade, 1998; Baddeley & Hitch,
1974; Cowan, 1999; Ericsson & Kintsch, 1995;
Ericsson & Delaney, 1999; Teasdale et al., 1995), it is ar-
gued that, although the construction of cerebellar mod-
els itself is not accessible to consciousness, the fed for-
ward, adaptive cerebellar modifications of working
memory provide for consciously accessible products of
creativity and innovation. Finally, it is a contention of
this article that the unique experiences of creative dis-
covery and innovation (including the experience of “in-
sight,”andwhathas traditionallybeencalled“intuition”
in the arts and sciences) are the result of newly formed
forward (predictor) models within the MOdular Selec-
tion and Identification for Control (MOSAIC) and hier-
archical MOSAIC (HMOSAIC) cerebellar architec-
tures (Haruno et al., 2001; Wolpert et al., 2003) when
they make new connections among layers of the
HMOSAICarchitecture.Wenowturn toadescriptionof
working memory.

Working Memory: The Ongoing Stream
of Cognitive Consciousness

Working memory consists of a collection of cogni-
tive functions that is engaged whenever we are doing

what most people would call “thinking”—that is,
whenever we are carrying out both simple and com-
plex everyday cognitive tasks. When, for example, we
read an article in the newspaper (or a scientific jour-
nal), mentally rearrange the furniture in our living
room to make room for a new sofa, compare and con-
trast the attributes of several new cars before making a
purchase, give directions to our home, or even make
change at the grocery store, we are using working
memory (Miyake & Shah, 1999, chap. 1). Another in-
teresting, but not often cited, example of working
memory occurs whenever a person responds to items
in a psychological test of, for example, personality, in-
telligence, or, of course, creativity. Working memory
is also at “work” in the high-level performances of ex-
perts in all fields (mathematical calculators, chess and
music masters, on-the-feet thinking of seasoned uni-
versity professors, and so on; Ericsson & Kintsch,
1995; Ericsson, 2003a). Because working memory in
such experts involves a good deal of readily accessible
long-term memory material that has been acquired
over many years of study and practice, Ericsson and
Kintsch (1995) refer to their approach to working
memory as long-term working memory.1

Cowan (1999) provided the following definition of
working memory; it is in close general agreement with
definitions provided by other working-memory theo-
rists (see Miyake & Shah, 1999, pp. 450–452):2
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1It is important to note that Ericsson and his colleagues found
that experts and exceptional performers deliberately avoid
automaticity, or preprogrammed skill patterns in their abilities by en-
gaging in problem solving about how to constantly improve their
skills at each level of mastery (Ericsson, 2002, 2003a). Quite to the
contrary to automaticity, Ericsson ( 2002, 2003a) has shown how de-
liberate practice (defined as practice aimed toward constantly ele-
vated levels of performance) leads to the development of high-level
skills in both responding to novel situations and manufacturing novel
behavior. This deliberate practice of constantly new levels of prob-
lem-solving behavior, like all other regularly practiced routines, is it-
self apparently made constantly more efficient through the collabo-
ration of working memory and the cerebellum. Such developments
of increasing levels of problem solving are supported by the hierar-
chical levels of the HMOSAIC cerebellar architecture.

2Miyake and Shah (1999) combined ten definitions of working
memory provided by leading theorists in the following all-encom-
passing definition:

Workingmemoryis thosemechanismsorprocesses thatare in-
volved in the control, regulation, and active maintenance of



Working memory refers to cognitive processes that retain in-
formation in an unusually accessible state, suitable for carry-
ing out any task with a mental component. The task may be
language comprehension or production, problem solving, de-
cision making, or other thought. (Cowan, 1999, p. 62)

The key to understanding the cognitive processes of
working memory is that they retain information from
memory stores (both short-term and long-term mem-
ory) within a mentally graspable range during thought.
Nearly all working-memory theorists agree that the
working-memory components that accomplish this
maintenance task include a central executive function,
and two slave functions: a visuospatial sketchpad and a
speech loop (e.g., Baddeley, 1992; Baddeley & Logie,
1999; Cowan, 1999).

As an illustration of the functions of the compo-
nents of working memory any of the everyday exam-
ples cited earlier could be used. We use the example of
reading a newspaper to take a look at the operation of
working memory. This example will help lay the
groundwork for the reader for our later analysis of Ein-
stein’s autobiographical accounts. First, attentional
control in reading and thinking about various newspa-
per articles is carried on by working memory’s central
executive functions. Attentional functions of the cen-
tral executive supervise, schedule and integrate infor-
mation from different sources. The visuospatial
sketchpad and the speech loop are, respectively, ma-
nipulation and rehearsal processes for retaining appro-
priate visuospatial images and speech information that
are needed for the on-line comprehension, decision
making, and thinking about the contents of the various
newspaper articles. To maintain information in a con-
scious, “on-line” state so that these mental tasks can be
completed, the central executive employs the
visuospatial sketchpad and the speech loop in a contin-

ual process of repetitive manipulation, rehearsal and
updating.

Before going on, it will be helpful to again make
note that the leading argument of this article is that, like
the repetitive components of bodily movements, it is
the above repetitive actions (manipulation and re-
hearsal) and interactions of the components of working
memory that are modeled in the cerebellum and subse-
quently fed back to working memory making its opera-
tions faster, more efficient, and more adaptive (e.g., Ito,
1997; Leiner et al., 1986, 1989). Neuroimaging studies
have confirmed that these working memory processes
can be associated with various areas of both the cere-
bral cortex and the cerebellum (e.g., Cabeza & Nyberg,
2000; Chein et al., 2003; Desmond & Fiez, 1998; Fiez
et al., 1996). Therefore, there is little doubt that what-
ever working memory accomplishes, it does it through
collaboration with the cerebellum.

In summary, working memory is not just about
“memory.” Working memory is where thinking, prob-
lem solving, daydreaming, expert and exceptional per-
formance take place (see Footnote 2). Goldman-Rakic
(1992) said the following of working memory:

The combination of moment-to-moment awareness and in-
stant retrieval of archived information constitutes what is
called working memory, perhaps the most significant
achievement of human evolution. It enables humans to plan
for the future and to string together thoughts and ideas, which
has prompted Marcel Just and Patricia Carpenter of Carnegie
Mellon University to refer to working memory as ‘the black-
board of the mind.’ (p. 111)

In this overall vein of advanced brain processes, we
believe working memory is also where creativity and
innovation are born. But the full story of working
memory that makes it the most significant achievement
of human evolution and explains creativity and innova-
tion involves more than its traditional components. We
believe creativity and innovation in working memory
also necessarily involve contributions from the cere-
bellum.

The New Perception of the Cerebellum:
The Cognitive Functions of the Cerebellum

In the course of everyday repetitive mental/physi-
cal activities (e.g., driving a car, playing computer
games, or playing basketball), a person becomes able
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task-relevant information in the service of complex cognition,
including novel as well as familiar, skilled tasks. It consists of
a set of processes and mechanisms and is not a fixed “place” or
“box” in the cognitive architecture. It is not a completely uni-
tary system in the sense that it involves multiple representa-
tionalcodesand/ordifferent subsystems. Itscapacity limits re-
flect multiple factors and may even be an emergent property of
multiple processes and mechanisms involved. Working mem-
ory is closely linked to [long-term memory] LTM, and its con-
tents consist primarily of currently activated LTM representa-
tions,butcanalsoextend toLTMmemoryrepresentations that
are closely linked to activated retrieval cues and, hence, can be
quickly activated. (p. 450)



to execute the required tasks more quickly and pre-
cisely and in novel ways. The development of fast,
highly controlled, problem-solving expertise in all
mental/physical skills (sports, recreation, occupa-
tional, military) relies on this fact. It is well estab-
lished that, across the board, these increases in effi-
ciency and adaptability are the result of control
routines that are learned in the cerebellum and subse-
quently fed back to control improved timing and se-
quencing of the operations of the movement-generat-
ing (motor) portions (and other related parts) of the
brain’s cerebral cortex (e.g., Bloedel, Dichgans, &
Precht, 1985; Ito, 1984a, 1997; Kornhuber, 1974;
Thach, 1996). These increases in efficiency and
adaptability do, in part, lead to automaticity of behav-
ior (e.g., Kihlstrom, 1987). However, they equally
lead to the development of creative and innovative
cerebellar control routines for the cerebral cortex.
More will be said below in the section on Cerebellar
Role in Manipulation of Thought: Conscious and
Unconscious Control in Working Memory of how
these two seemingly contrary control outcomes
(automaticity and novelty) complement one another.

In the last 20 years, understandings of the cerebel-
lum have moved far beyond the earlier, more tradi-
tional idea that its functions are limited to motor con-
trol. A number of newer and converging lines of
research and theory, especially those arising from
neuroimaging studies, demonstrate that the cerebellum
provides a fast computational system for the timing,
sequencing and modeling aimed at the rapid manipula-
tion of both motor and cognitive processes, including
working memory (e.g., Akshoomoff et al., 1997;
Cabeza & Nyberg, 2000; Chein et al., 2003; Desmond
& Fiez, 1998; Doya, 1999; Houk & Wise, 1995;
Haruno et al., 1999; Haruno, Wolpert, & Kawato,
2001; Imamizu et al., 2003; Ito, 1993, 1997; Ivry,
1997; Leiner & Leiner, 1997; Leiner et al., 1986, 1989;
Schmahmann, 1997).3

Early Foundational Arguments Concerning
Cognitive Functions of the Cerebellum

It appears that human memory and working mem-
ory assumed their present systems of components (in-
cluding the central executive, visuospatial sketchpad,
speech loop discussed earlier) during the last million
years of hominid evolution (e.g., Baddeley, 1993;
Baddeley & Andrade, 2000; Klein, Cosmides, Tooby,
& Chance, 2002). A decade and a half before Klein et
al. (2002) proposed their somewhat detailed explana-
tion of the selective evolution of memory, Leiner et al.
(1986, 1989) speculated that the cerebellum contrib-
uted to such mental skills. In their foundational articles
on the cognitive functions of the cerebellum, Leiner et
al. pointed out that during the same million years cited
by Klein et al., the cerebellum enlarged by an astonish-
ing three to four times, and that the cerebro-cerebellar
system (the extensive hardwiring between the cerebral
cortex and the cerebellum) became more elaborately
and extensively interconnected. Central to the argu-
ments of the present article, they also proposed that the
cerebellum had, during this evolutionary time, become
involved in the manipulation of ideas:

It has often been remarked that an explanation is required for
the threefold to fourfold increase in the size of the cerebellum
that occurred in the last million years of evolution (Washburn
& Harding, 1970). If the selection pressure has been strong
for more cerebellum in the human brain as well as for more
cerebral cortex, the interaction between the cerebellum and
the cerebral cortex should provide some important advan-
tages to humans… a detailed examination of cerebellar cir-
cuitry suggests that its phylogenetically newest parts may
serve as a fast information-processing adjunct of the associa-
tion cortex and could assist this cortex in the performance of
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3According to the computational scheme for mental models set
forth originally by Craik (1943) and extensively elaborated by John-
son-Laird (1983), thought processes construct predictive models that
are imitative, small-scale computational representations of the exter-
nal world that retain the external world’s relation-structure. Mental
models and cerebellar models we discuss throughout this article may
be thought of as the Johnson-Laird type. Craik described how the
preserved relation-structure of the model is computationally parallel
in its predictive ability to that which it imitates:

A calculating machine, an anti-aircraft ‘predictor’, and Kel-
vin’s tidal predictor all show the same ability. In all of these
cases, the physical process, which it is desired to predict, is
imitated [the relation-structure is preserved] by some me-
chanical device or model which is cheaper, quicker, or more
convenient in operation. (1943, p. 52)

In the case of modeling by the cerebellum, models (forward and
inverse) are composed from of mental models operating in the cere-
bral cortex, including those of working memory. Thus, Ito (1997)
suggested the relation-structure of the cerebellar model captures the
fundamentals of predictive operation of mental models used in the
cerebral cortex; the cerebellar model thus makes the operations of
the cortical models faster, “neurologically cheaper,” and adaptive.



a variety of manipulative skills, including the skill that is
characteristic of anthropod apes and humans, the skillful ma-
nipulation of ideas. (Leiner et al., 1986, p. 444)

The skillful manipulation of ideas, of course, is pre-
cisely the job of working memory. Then in a follow-up
article 3 years later, Leiner et al. (1989) extended their
findings and arguments to include the skillful manipu-
lation of language functions:

We conclude that the phylogenetically newest circuitry in the
human cerebro-cerebellar system enables the cerebellum to
improve the speed and skill of cognitive and language perfor-
mance [particularly circuitry connected with Brodmann ar-
eas 44 and 45, which constitute part of Broca’s language
area], in much the same way that the phylogenetically older
circuitry enables the cerebellum to improve the speed and
skill of motor performance. (p. 999)

See Figure 1.
Leiner et al. (1986, 1989) also proposed that deci-

sional and search skills (functions of the central execu-
tive and the same memory control skills proposed by
Klein et al., 2002) are learned in the cerebellum

through its extensive feedback loop connections with
the frontal areas of the brain. The ensuing 15 years of
human neuroimaging studies of the activities of the
cerebro-cerebellar system has born out Leiner et al.’s
(1989) early, preliminary arguments and evidence of
extensive reciprocal feedback modulation between the
cerebellum on the one hand, and language and a variety
of other mental skill areas of the cerebral cortex, in-
cluding those associated with working memory on the
other (Cabeza & Nyberg, 2000; Chein et al., 2003;
Desmond & Fiez, 1998; Doya, 1999). Thus, today,
there is ample evidence that, indeed, working memory
and the cerebellum have, over the course of human
evolution, come to collaborate in making all online
thought processes increasingly more efficient and
adaptive (see Ito, 1997, for a thoroughgoing treatment
of the adaptive role of the cerebellum in all levels of
human and animal brain function).

In order to understand the logic of how the cerebel-
lum’s role in the manipulation of ideas should not be
differentiated from its manipulation of movement, Ito
(1993, 1997) pointed out that, at the neurological level,
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Figure 1. Lateral view of the human brain (right side). The cerebellum or “hindbrain” contains approximately 100 billion neurons, more than
the rest of the entire nervous system (Andersen, Korbo, & Pakkenberg, 1994). The cite of the “Aha” or “insight” experience found by
Jung-Beeman et al. (2004) is indicated in the anterior superior portion of the temporal lobe. Note. Figure adapted from National Institutes of
Health Publication No. 01–3440a.



movements and thoughts are identical control objects
(control objects are things we intentionally manipulate
or imagine manipulating):

In thought, ideas and concepts are manipulated just as limbs
are in movements. There would be no distinction between
movement and thought once encoded in the neuronal cir-
cuitry of the brain; therefore, both movement and thought
can be controlled with the same neural mechanisms. (Ito,
1993, p. 449)

Thus, the control of the components of working mem-
ory in solving problems, for example, reading a news-
paper, or mentally rearranging the furniture to make
room for a new sofa, and so on is not different in neuro-
logical principle from the control of limbs in solving
problems (e.g., lifting a cup of coffee to the lips, or us-
ing the feet, legs, arms, and hands to execute shooting a
basketball into a hoop). Both ideas and limbs are con-
trol objects. And, as the use of the various thought or
limb components is repeated, the cerebellum acts to
make the manipulations smoother, faster, more effi-
cient, and more adaptive (e.g., Ito, 1997).

These early foundational arguments suggest that the
evolutionary selective advantage of the greatly enlarg-
ing cerebellum and the elaboration of its two-way con-
nections with the cerebral cortex was that the cerebel-
lum’s computing capacities were being harnessed as an
“operating system” (determining the which, when, and
where of cerebro-cerebellar information flows) for the
evolving, yoked complexities of advanced prehuman
and human movement, language, and thought (Leiner
& Leiner, 1997). This million or so years of rapid evo-
lution of cerebro-cerebellar circuitry included, of
course, operating-system control of the central execu-
tive, visuospatial sketchpad and speech loop of human
working memory (e.g., Cabeza et al., 2000; Chein et
al., 2003). To provide a view of the larger meaning for
mental life of this rather rapid evolutionary advance,
Leiner and Leiner (1997) have described the comput-
ing capacity of neural connections between the human
cerebellum and the cerebral cortex (some 40 million
nerve tracts—greater than the number of optic nerve
tracts) in some detail. In addition, the cerebellum itself
contains approximately 100 billion neurons; this is
more than the rest of the entire brain (Andersen, Korbo,
& Pakkenberg, 1992). The details of this enormous
amount of cerebro-cerebellar connectivity are beyond
the scope of this article, but it is significant to recog-
nize that the influence of the cerebellum in the linguis-

tic and spatial/temporal control in the internal world of
the brain might be considered to rival, in a mental im-
agery-enhancing sense, the influence of the nerve
tracts of the visual system on the perceived spatial and
temporal dimensions of the external world (see Leiner
& Leiner, 1997, pp. 542–547; Leiner et al., 1986, 1989;
Schmahmann & Pandya, 1997). It will be helpful to
keep these ideas in mind when, later in this article, we
examine Einstein’s internal world.

Cerebellar Models

Everyday, we are confronted with a myriad of
movement and mental situations, some of which may
arise unexpectedly. To meet such a variety of situations
in a quick, smooth and adaptive manner control models
are learned in specialized neural circuitry in the cere-
bellum (see Footnote 3). The key to the adaptability of
these cerebellar models is that they do not learn spe-
cific movement and thought patterns but abstract the
dynamics of such movement and thought that occurred
previously in the same or similar situations (e.g., Ito,
1997). By virtue of this type of abstractive construc-
tion, the resulting dynamics models are adaptable to a
broad variety of future situations that share the same
general state space of the original movement and
thoughts (e.g., Ito, 1984a, 1993, 1997). Neurological
details describing how cerebellar dynamics models are
learned are beyond the scope of this article but can be
simplified for our purposes here in the following man-
ner: The abstraction (or “redescription”) of activity of
the cerebral cortex into cerebellar dynamics models
can be described in terms of convergence ratios of in-
coming movement and thought information (neural
connections) onto cerebellar Purkinje cells and their
resulting classification of these inputs into distilled
patterns of movement and thought—each Purkinje cell
is contacted by approximately 200,000 diverse inputs
(for a discussion see, e.g., Houk & Wise, 1995). This
convergence-driven abstraction of movement/thought
information, based upon error signals during repetitive
learning, results in abstracted dynamics models (see
Ito, 1997). One may think of the resulting state-space
of the dynamics model as a three-dimensional problem
space of previously learned movements or conceptual
thought patterns (like those, e.g., confabulated in repet-
itive working memory processing; see, e.g., Haruno et
al., 1999, 2001; Imamizu et al., 2003; Ito, 1997).
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Cerebellar Role in Manipulation of
Thought: Conscious and Unconscious
Control in Working Memory

In repetitive learning processes, the cerebellum ac-
quires two types of dynamics models, namely, forward
(predictor) models and inverse (controller) dynamics
models. A forward model predicts the outcome of a
movement or thought; the prediction is confirmed by
the sensory consequences of the forward action, either
motor or mental. For example, everyone has had the
experience of assuming the predictive “hypothesis”
that a particular cup of coffee was full when it is actu-
ally empty. Then, when the cup is lifted, the discovery
is made that the hypothesis was in error as the cup over-
shoots the expected degree of lift. The point is that the
cerebro-cerebellar system had used a forward model of
the situation that turned out to be in error. On the other
hand, inverse dynamics models are defined as neural
representations of the motor commands related to con-
trol objects necessary to achievement movement goals,
just the opposite of the forward models (see Ito, 1997,
p. 481; Kawato & Gomi, 1992, p. 445–446). In every-
day language, this differentiation means that predictor
(forward) models permit behavioral/mental predic-
tions associated with rapid, skilled movement/thought
while at a conscious level, whereas cerebellar control-
ler (inverse) models (learned from repetitive forward
models) permit the motor cortex to be bypassed, thus
allowing rapid, skilled movement/thought to take place
at an unconscious level. When we are first learning to
shoot baskets, drive a car, or solve problems in working
memory (e.g., make change in a foreign currency) each
conscious attempt is controlled by a predictor (for-
ward) model, and error signals indicate the appropri-
ateness of the predictor model. After much practice
(repetition) and the predictor model is established, a
controller (inverse) model is formed as practice contin-
ues so that the task can be accomplished automatically
without conscious effort. Forward models often gener-
ate novel or creative behavior and cognition; inverse
models allow the establishment of automaticity. For
simplicity, forward and inverse dynamics models will
hereafter be referred to as predictor and controller
models.

Ito (1997) provided an example of the respective
operation of predictor and controller models that is
highly pertinent to the learning of models of working
memory activity by the cerebellum:

According to the psychological concept of a mental model
(Johnson-Laird, 1983) [see Footnote 3], thought may be
viewed as a process of manipulating a mental model formed
in the parietolateral association cortex by commands from
the prefrontal association cortex [see Figure 1]. A cerebellar
microcomplex [consisting of a Purkinje cell and so forth as
mentioned earlier] may be connected to neuronal circuits in-
volved in thought and may represent a dynamics [predictor]
or an inverse dynamics [controller] model of a mental model.
In other words, a mental model might be transferred from the
parietolateral association cortex to the cerebellar
microcomplex during repetition of a thought. By analogy to
voluntary movement, one may speculate that formation of a
dynamics [predictor] model in the cerebellum would enable
us to think correctly [and rapidly] in a feedforward manner,
i.e., without the need to check the outcome of the thought.
This may be the case when one performs a quick arithmetical
calculation [accomplished, of course, in working mem-
ory]….However, an inverse dynamics [controller] model in
the cerebellum would enable us to think automatically with-
out conscious effort. (p. 483)

Ito’s speculation that forward mental models in the cer-
ebellum would allow us to think correctly in a feed-for-
ward manner has been born out by more recent re-
search on the cognitive modeling functions of the
cerebellum (e.g., Imamizu et al., 2000; Imamizu et al.,
2003; Wolpert et al., 2003). It is important to recognize
here that Ito is talking about a cerebellar model of a
mental model of the cerebral cortex. How many predic-
tor (forward) and controller (unconsciously manipu-
lated) mental models might the cerebellum abstract
from working memory processes? And how might
these models become related to one another? Such
questions are basic to the robustness of the raw mate-
rial of creativity and innovation.

To begin to answer these questions and to address
how they might be related to creativity and innovation,
we now examine how predictive and controller cere-
bellar models are thought to operate in multiple, tightly
coupled pairs which can decompose, reorganize, and
newly combine aspects of the thought processes of
working memory.

Multiple Pairs of Predictor and Controller
Cerebellar Models: The Basis of Synthesis in
Working Memory That Leads to Creativity
and Innovation

Wolpert and Kawato (1998) proposed multi-
ple-paired predictor (forward) and controller (inverse)
models for motor and thought-related imagery control.
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Within this cerebellar architecture, a relatively small
number of separate but interconnected pairs of predic-
tor and controller models have been shown to cover an
enormous range of learning and control contexts, in-
cluding both motor and cognitive tasks such as those
associated with working memory (e.g., Haruno et al.,
1999; Haruno, et al., 2001; Imamizu et al., 2003;
Kawato, 1999). As indicated earlier, this overall adap-
tive cerebellar architecture is referred to as MOdular
Selection and Identification for Control (MOSAIC;
e.g., Haruno et al., 2001; Imamizu et al., 2003; Wolpert
et al., 2003).

In the MOSAIC cerebellar architecture each of sev-
eral paired models (a predictor and a controller model)
that is brought to bear on a particular behavioral/men-
tal situation has a particular “responsibility” predictor
function associated with it. This responsibility predic-
tor determines the pair’s contribution to the current
movement or thought situation. The responsibility pre-
dictor of each pair of models is probabilistic, based
upon its history of learning errors in that context. For
example, in a case in which working memory is repeti-
tiously culling and mulling over information in a prob-
lem situation, the responsibility predictor function
would result in the activation of some predictor (for-
ward) models of the several pairs and not others. The
activation of these predictor (forward) models would
be experienced in working memory as situation-related
imagery, the execution of situation-related overt be-
havior, and would also include imagery associated
with stimulus-independent thought (e.g., contempla-
tion, reflection, daydreaming; Teasdale et al., 1995),
and “internal speech” (e.g., Ackermann, Mathiak, &
Ivry, 2004). As working memory processing continues
moment-by-moment, the details of the mental situation
would change, and responsibility would accordingly
shift to other predictor (forward) models as various
pairs’ appropriateness to the situation also changed. In
addition, when working memory is manipulating dif-
ferent ideas with unknown collective dynamics, the
cerebellum simultaneously runs multiple predictor
models to test hypotheses concerning their appropri-
ateness to the problem at hand (Wolpert et al., 2003, p.
596). That is, each predictor model can be thought of as
a hypothesis tester for the problem situation being ad-
dressed in working memory.

The multiple-paired models in the MOSAIC archi-
tecture have the following properties that, when com-

bined, are especially salient to the synthesis of both
variant and wholly new ideas in working memory.
First, the predictor (forward) model of each pair is
used to adaptively simulate the imaginary manipula-
tion of thoughts/ideas (Imamizu et al., 2003; Wolpert
& Kawato, 1998) in stimulus-independent thought in
working memory. In addition, multiple predictor (for-
ward) models can be combined to produce an enor-
mous repertoire of such adaptive mental imagery.
The origins of mental imagery in working memory
(Baddeley & Andrade, 2000) will be related to such
creativity- and innovation-related simulations in the
next section. Second, multiple pairs of models can
represent decomposed motor/conceptual primitives
(Haruno et al., 1999; Imamizu, et al., 2003; Wolpert
& Kawato, 1998). This allows complex problems to
be broken down into smaller subproblems, each
learned by a separate pair of models or collection of
paired models. The special relevance of this property
of decomposition to creativity and innovation is dis-
cussed in terms of Mandler’s (2004) work on the ori-
gin and nature of conceptual primitives in the next
section of this article. Third, each pair of multiple
paired models generalizes to novel objects (motor or
conceptual primitives) whose dynamics lie within the
problem space of already-learned dynamics (Haruno
et al., 2001; Wolpert & Kawato, 1998). Thus the re-
sponsibility predictor function, along with the above
features of the paired-models architecture, acts to ex-
plore both previously learned and newly formed
problem spaces.

In addition to the above properties of MOSAIC, a
person’s constellation of models within the MOSAIC
architecture is learned over time in hierarchically re-
lated layers (Haruno et al., 2003). As learning pro-
gresses, concepts are derived on top of established
movement and thought repertoires at different levels of
abstraction, and a hierarchy of responsibility control
for these different levels develops. Wolpert et al.
(2003) refer to this hierarchical MOSAIC cerebellar
architecture as HMOSAIC. Responsibility control for
movement and thought can be shifted up and down the
learned layers in the HMOSAIC architecture. For ex-
ample, as will be seen in the next section, image-sche-
matic conceptual primitives learned in early infancy (a
foundational layer of HMOSAIC) powerfully influ-
ences the development of language modeling in a bot-
tom-up direction (Mandler, 2004), and high-level lan-
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guage abstractions learned in adulthood can
downwardly influence the ongoing decomposition of
these same image-schematic conceptual primitives for
use in the visuospatial sketchpad of working memory
to solve highly abstract problems (higher level layers
of HMOSAIC).

We argue later in the section on Einstein’s autobio-
graphical reports of discovery that all of the above
properties of paired models within the HMOSAIC ar-
chitecture allow us, in terms of imagery control, to get
inside the constantly shifting imaginary world of cre-
ation and innovation in the same way HMOSAIC al-
lows us to get inside the control operations of the
worlds of movement and cognition (see Oztop et al.,
2005; Wolpert et al., 2003).

On What Theoretical Bases
Can Autobiographical
Accounts of Creativity

and Innovation Be Interpreted?

Before going on to the analyses of Einstein’s auto-
biographical reports, we must address two interrelated
theoretical issues that are critically important to under-
standing the bases upon which we can interpret the cre-
ative and innovative mental imagery of working mem-
ory and the cerebellum. First, what was the
evolutionary role of the progressive collaboration of
working memory and the cerebellum in regard to the
exploration of novel patterns of behavior and cogni-
tion? The working memory/cerebellar mechanisms
that evolved to subserve such capacities for novelty, it
will be seen, are proposed to be the progenitors, in
elaborated form, for creativity and innovation. Second,
within this evolutionary context, what was the
coadaptive relationship among the three components
of working memory, the central executive and its two
recursive (rehearsal) slave systems, the speech loop,
and the visuospatial sketchpad? Details of the
coadaptative evolution of the probable categories of
phenomenology (conceptual primitives) of these three
components and how they are modulated by the
MOSAIC and HMOSAIC cerebellar architectures will
allow us to get “inside,” so to speak, Einstein’s autobio-
graphical accounts of the mental imagery of creativity
and discovery.

The Evolutionary Premise for the
Collaboration of Working Memory and the
Cerebellum in Exploring Novel Situations

The requirements for novel behavior arise in the va-
garies of the everyday survival situations of all organ-
isms. Perhaps for highly mobile vertebrates the most
common daily selective situations involving the re-
quirement of making fast-paced, novel responses are
prey–predator skirmishes. Imagine a wolf chasing a
rabbit following zigzag pursuit and escape paths
through a complex environment with some moments
unexpectedly favorable to either the wolf or the rabbit.
These daily skirmishes, of course, are usually either
deadly or reaffirming and thus strongly favor the selec-
tion of swift, appropriate visuomotor control and mem-
ory search and decisional processes. An inherited ca-
pacity in the nervous systems of such animals
(including humans) to quickly learn and then, without
error, execute escape/avoidance responses to novel be-
havior on the parts of other animals and, at the same
time, to also initiate novel behavior of their own in such
skirmishes would have been critical to survival.

As part of Leiner et al.’s (1986) foundational argu-
ments (presented earlier in this article) that the cerebel-
lum modulates not only motor behavior but also ideas
and language, they suggested how cerebellar modula-
tion of conceptual information would be an advantage
in novel situations:

In confronting a novel situation, the individual may need to
carryout some preliminary mental processing before action
can be taken, such as processing to estimate the potential
consequences of the action before deciding whether to act or
to refrain from acting. In such decision-generating processes,
the prefrontal cortex is activated (Roland, 1984a). This cor-
tex, via its connections with the cerebellum, could use cere-
bellar preprogramming to manipulate conceptual data rap-
idly. As a result, a quick decision could be made. This could
then be communicated to the motor areas, including the sup-
plementary motor area (Goldman-Rakic, 1984, p. 448)

Such preliminary mental processing would take place
in conjunction with frontal motor imagery areas in
which imagined movements are activated (see, e.g.,
Roland, 1984; Wolpaw, Birbaumer, McFarland,
Pfurtscheller, & Vaughan, 2002). In humans, this rapid
“preliminary mental processing,” simultaneously in-
volving areas of the prefrontal cortex and the cerebel-
lum would clearly involve highly skilled mental devel-
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opment among the visuospatial sketchpad, the speech
loop and central executive functions of working mem-
ory and would be carried out in a combination of con-
scious and unconscious processes (e.g., Cabeza &
Nyberg, 2003; Chein et al., 2003). Of course, the brains
of wolves and rabbits mentioned earlier also have the
prefrontal cortex, working memory (without the
speech loop, obviously), the cerebellum, and so forth.

The above novelty-related principle of highly
skilled, rapid “preliminary mental processing” of alter-
native (creative and innovative) scenarios is precisely
what is elaborated, we believe, by the responsibility
predictor properties of multiple-paired models in the
HMOSAIC cerebellar architecture. In addition, we be-
lieve it is what is elaborated on in the long-term work-
ing memory development of experts and exceptional
performers studied by Ericsson and Kintsch (1995). In
support of this contention Ericsson (2002, 2003a,
2003b) has strongly emphasized the finding that, “the
essence of expert performance is a generalized skill at
successfully meeting the demands of new situations
and rapidly adapting to changing conditions”
(Ericsson, 2002, p. 41). Ericsson and Kintsch (1995)
and Ericsson and Lehmann (1996) found that this gen-
eralized skill includes superior planning, reasoning,
evaluation of circumstances, and anticipation of future
events (see also, Ericsson, 2002, 2003a, 2003b). More-
over, Ericsson and his colleagues have found that the
above expert performance “is mediated by complex
modifiable representations that allow experts to exhibit
faster speed, superior selection of actions, and more
precise motor execution” (Ericsson, 2003b, p. 100; and
see Footnote 1). All of the behavioral and cognitive ca-
pabilities of experts and exceptional performers,
learned over many years of deliberate practice
(Ericsson, 2002), are precisely what one would expect
from the long-term collaboration of working memory
and the cerebellum as described by the MOSAIC and
HMOSAIC cerebellar architectures described earlier
(e.g., Cabeza & Nyberg, 2000; Chein et al., 2003;
Desmond & Fiez, 1998; Imamizu et al., 2003; Ito,
1993, 1997; Wolpert et al., 2003).

We hypothesize that it is likely, then, that the evolu-
tion of working memory/cerebellar responses to nov-
elty and the manufacture of novelty through the antici-
patory mental processing suggested by Leiner et al.
(1986) represent the foundational bases of creativity
and innovation. Whenever a person confronts a novel
problem, whether it be in the context of ancient-era

survival situations, a series of novel problems facing
Edison as he worked on the telephone or the electric
light, or an expert working through the incremental,
long-term steps of acquiring exceptional mastery, ex-
ploratory cerebellar modulations of cortical activity
associated with working memory are the fundamental
sources of creative and innovative solutions.

The Coadaptive Evolution of the
“Phenomenology” of the Three
Components of Working Memory

The dynamic relationships among the three compo-
nents of working memory were no doubt importantly
modified by selective pressures of language evolution
that occurred during Pleistocene hominid evolution
(cf. Klein et al. 2002). Because the visuospatial sketch-
pad and the speech loop are proposed to be coevolved
slave components of working memory (Baddeley,
1993), it seems that language was likely selected be-
cause it allowed more useful sharing of visuospatial
imagery that we have in common with prehuman spe-
cies (including wolves and rabbits). In attempting to
understand the relationship between the evolution of
the visuospatial sketchpad and the speech loop, then, it
seems that the origins and nature of the image structure
of the visuospatial sketchpad must be viewed as a pre-
cursor to and then underlying structure for the lan-
guage basis and operation of the speech loop.

The structure of visuospatial/speech imagery
and its relationship to language evolution. The
important thing about the central executive’s use of the
activities of visuospatial sketchpad and the speech loop
is the phenomenal imagery (the imagery of one’s men-
tal world) that is produced and kept in a readily acces-
sible state (Baddeley, 1992; Baddeley & Andrade,
2000). This phenomenal imagery constitutes our
uniquely human cognitive experience of the world.
(How imagery underlies language is described below.)
And, because this imagery appears also to be the
source of stimulus-independent thought (contempla-
tion, reflection, daydreaming; Christoff & Gabriell,
2000; Singer, 1966; Teasdale et al., 1995), it must be
understood if we are to make sense of Einstein’s (or
anyone else’s) contemplative accounts of the discovery
process. Baddeley and Andrade (2000) proposed an
evolutionary scenario for how such phenomenal imag-
ery may have been selected into working memory:
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Why should working memory play any role in the phenom-
enology of imagery? Baddeley (1993, 1998, chap. 18) has
proposed that working memory plays a central role in the
processes underlying consciousness, and that it has evolved
as a means of allowing the organism to consider simulta-
neously a range of sources of information about the world,
and uses these processes to set up mental models [emphasis
added] that facilitate the prediction of events and the plan-
ning of action. Consider, for example, the task of a
hunter-gatherer who recollects that as this time of year a tree
bears fruit near a waterfall in potentially hostile territory. In
order to reach the tree safely, he may need to use remembered
spatial cues, together with the sound of the waterfall and the
shape of the tree, while listening and looking for signs of po-
tential enemies. A dynamic image that is capable of repre-
senting these varied sensory features simultaneously is likely
to provide a planning aid of considerable evolutionary value.
(p. 128)

The important point here is that working memory’s
control of phenomenal imagery sets up and provides
later access to mental models of the meaningfulness of
things, for example, “a tree bears fruit,” “near a water-
fall,” “in potentially hostile territory,” and so on. It is
important to note here that the term mental model in
Baddeley and Andrade (2000) refers to the same John-
son-Laird mental model referred to earlier in this arti-
cle by Ito (1997). See Baddeley (1993, 1998, chap. 18)
and Footnote 3 of this article.

But how does the central executive of working
memory decide what is “meaningful” in terms of sur-
vival, and therefore should be built into pertinent mod-
els of phenomenal imagery? It cannot reliably obtain
this information through the activity of its slave sys-
tems because it supervises, integrates, and schedules
the activities of the slave systems in the first place (e.g.,
Baddeley, 1992). So, how does the central executive
acquire its original rules for constructing phenomenal
imagery about what is meaningful?

Working in the area of early conceptual develop-
ment in infancy, Mandler (1988, 1992a, 1992b, 2004)
proposed that perceptual analytic processes occurring
during infancy (as early as 3 months) “redescribe” per-
ceptual information into conceptual primitives, which
in turn underlie the later acquisition of the relational
aspects of language. The following abstract from
Mandler (1992b) provides a handy synopsis of the ten-
ets of her position:

The theory proposes that perceptual analysis redescribes per-
ceptual information into meanings [emphasis added] that
form the basis of an accessible conceptual system. These

early meanings are represented in the form of im-
age-schemas that abstract certain aspects of the spatial
structure of objects and their movements in space. Im-
age-schemas allow infants to form concepts such as animate
and inanimate objects, agents, and containers. It is proposed
that this form of representation serves a number of functions,
including providing a vehicle for simple inferential and ana-
logical thought, enabling the imitation of actions of others,
and providing a conceptual basis for the acquisition of the re-
lational aspects of language. (p. 273)

The critical feature of Mandler’s theory is perceptual
analysis, which more recently (Mandler, 2004) she
calls perceptual meaning analysis to emphasize that it
is a framework of meanings that is extracted by the pro-
cess. Within the theory, perceptual meaning analysis
“redescribes” (recodes) perceptual information (both
visual and kinesthetic) into spatial meanings and thus
initiates the beginnings of concept formation. Mandler
(1992b) further proposed that the “redescription” pro-
cess begins whenever the infant attentively “notices”
(not merely looks at) some aspect of the environmen-
tal/bodily stimulus array. She indicated that the
redescription of perceptual information results in a
simplified form of information that is of less detail but
of “distilled meaning” (Mandler, 1992b, p. 277). This
expression sounds as if the repetitive perceptual ana-
lytic process creates cerebellar models, and we believe
it does; however, Mandler did not propose brain mech-
anisms which might account for the redescription pro-
cess, or how the distilled meanings come about.

The evolutionary structure underlying the
phenomenology of working memory. Mandler’s
(2004, chap. 1) position on the conceptual foundations
of an infant’s mind included three major points. First,
although image schemas themselves are not conscious,
they provide the infant with a basis for an accessible
conceptual system of imagery that is conscious. Sec-
ond, image schemas provide structure and meaning to
the phenomenal imagery of our thought processes.
And, third, image schemas provide a framework of
meanings onto which language can be mapped.

Mandler’s (1992b, 2004) model can be usefully in-
terpreted as a picture of the evolution and early opera-
tion of the phenomenology of working memory (as
Baddeley & Andrade, 2000, termed it), starting in in-
fancy. In this interpretation, the central executive of
working memory arises from the innate biases that first
manifest in perceptual analysis. The resulting im-
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age-schematic meanings (originally erected through
the central executive and cerebellar modeling) provide
the neurological platform that drives the imagery of the
visuospatial sketchpad. The system of meanings inher-
ent in the visuospatial sketchpad provides a distilled,
perceptual/cognitive structure upon which advanced
phonological (speech) information and language is
mapped (Mandler, 2004). Accordingly, it can be hy-
pothesized from this point of view that the selective
evolution of language provided the advantage that the
central executive, with cerebellar modulation, could
further organize, control, and accelerate the flow of
imagery in thought and, of course, in communication.
Put a slightly different way, the purpose of language
evolution was to control, further decompose and
recompose, organize, and speed the flow of imagery in
adaptive ways (these are the properties of multiple
pairs of cerebellar models within the HMOSAIC archi-
tecture listed earlier in this article; e.g., Wolpert et al.,
1998, 2003). Language would be represented in a
higher level (more abstract) layer of HMOSAIC than
the more fundamental image schemas (conceptual
primitives) proposed by Mandler. Thus Mandler’s im-
age schemas would provide the bottom-up meaning
basis for the visuospatial sketchpad in a foundational
layer of HMOSAIC, whereas language would act to
decompose and reorganize the multiple-paired models
of image-schemas in a top-down fashion to construct
an unending world of abstract conceptions, while re-
taining the image-schematic grounding in meanings.
Examples of this bidirectional control (Wolpert et al.,
2003) in the HMOSAIC architecture is presented in the
next section as part of the analysis of Einstein’s auto-
biographic accounts of creativity and discovery.

Einstein’s Autobiographical Accounts
of Discovery and Invention

Einstein’s Inner World

As identified earlier, there are three classic sources
that contribute to Einstein’s accounts of thinking, im-
agery, and mathematical discovery: (a) Einstein’s re-
sponses to Hadamard’s (1945) study of invention/dis-
covery in the mathematical field, (b) Einstein’s (1949)
comments on the nature of thinking that appeared in
his “Autobiographical Notes,” and (c) his model of the
construction of axioms that appeared in a 1952 letter to

Maurice Solovine (Einstein, 1956; a thorough theoreti-
cal and epistemological discussion of the letter to
Solovine appears in Holton, 1979) The above sources
extend over several years and provide an excellent
sampling of Einstein’s persistent views on the work-
ings of his own inner world. All three of the reports
contain clear and differentiated meaty points about the
structure and dynamics of his discovery-related imag-
ery and are therefore especially amenable to analyses
in terms of working memory and the HMOSAIC cere-
bellar architecture. Along with the discussion of the
role of HMOSAIC in each of these analyses, relevant
sources that indicate collaborative roles between the
cerebellum and pertinent regions of the cerebral cortex
in the specific component process of working memory
are, to avoid redundancy, indicated only the first time
the related component process is mentioned.

A View of the Central Executive

Einstein’s earliest account, his responses to
Hadamard’s (1945), is perhaps our best chance to view
the operation of the central executive in Einstein’s
working memory and how it is modeled in the
HMOSAIC cerebellar architecture. The account was in
response to a question on the mental methods that lead
to invention and discovery in mathematics. The spe-
cific survey question read as follows:

It would be very helpful for the purpose of psychological in-
vestigation to know what internal or mental images, what
kind of “internal world” mathematicians make use of;
whether they are motor, auditory, visual, or mixed, depend-
ing on the subject they are studying. (Hadamard, 1945, Ap-
pendix I, p. 140)

Einstein answered this question in the following out-
line manner:

The words or the language, as they are written or spoken, do
not seem to play any role in my mechanism of thought. The
psychical entities which seem to serve as elements in thought
are certain signs and more or less clear images which can be
‘voluntarily’ reproduced and combined.

There is, of course, a certain connection between those
elements and relevant logical concepts. It is also clear that the
desire to arrive finally at logically connected concepts is the
emotional basis of this rather vague play with the above men-
tioned elements. But taken from a psychological viewpoint,
this combinatory play seems to be the essential feature in
productive thought—before there is any connection with log-
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ical construction in words or other kinds of signs which can
be communicated to others.

The above mention elements are, in my case, of visual
and some of muscular type. Conventional words or other
signs have to be sought for laboriously only in a secondary
stage, when the mentioned associative play is sufficiently es-
tablished and can be reproduced at will.

According to what has been said, the play with the men-
tioned elements is aimed to be analogous to certain logical
connections one is searching for. (Appendix II, pp. 142–143)

Einstein says that, in mathematical discovery, he
consciously (voluntarily) plays with combinations of
psychical elements but that they are not in the form of
language as written or spoken. Here, Einstein is de-
scribing how the central executive of his working
memory guides the use of “signs” and “images,” that
can be manipulated in his visuospatial sketchpad.
(For attentional cerebellar processes related to the
central executive, see Akshoomoff et al., 1997; for
cerebellar processes related to spatiotemporal sketch-
pad, see Lalonde, 1997; Molinari, Petrosini, &
Grammaldo, 1997.) The combinatory play (initiated
by the central executive) of these “psychical entities”
seems to be the key to the overall meaning of Ein-
stein’s answers. In HMOSAIC, such combinatory
play would be the subjective experience of multiple
predictor (forward) models entering consciousness as
hypothetical new connections with the “relevant logi-
cal concepts” he mentioned. This relevancy would be
determined by responsibility functions of predictor
(forward) models of previously learned logical con-
cepts operating both within and between layers of
MOSAIC within his hierarchical MOSAIC cerebellar
architecture (HMOSAIC). It is important to point out
here that, while Einstein may not have been aware of
“words or language, as they are written or spoken” in
his mechanism of thought, they were likely playing a
role in the decomposition and reorganization at a
higher but silent “internal speech” level in
HMOSAIC (see Ackermann et al., 2004).

Einstein responds that conventional words enter
only at a secondary stage. This would fit the idea that,
in combinatory play, image schemas and logical con-
cepts in lower layers of HMOSAIC are undergoing de-
composition and reorganization as Einstein is thinking
(and learning). Then, as this process continues, only
when a logical concept makes a new, “sufficiently es-
tablished” connection between layers of HMOSAIC
and thus produces a new predictor (forward) and con-

troller (inverse) model pair can it be associated in an
upward direction with analogous responsibility signals
that would connect it with language control models
that reside in a higher level of HMOSAIC (Wolpert et
al., 2003).

Finally, Einstein told us how the combinatory play
is aimed at being “analogous to certain logical connec-
tions one is searching for.” What guides this searching
process? We believe that the “search” for logical con-
nections is driven by the same processes that drive the
construction of Mandler’s (2004) spontaneous percep-
tual analysis in infants. Recall that, according to this
view, the conceptual primitives that arise from percep-
tual analysis are movement-related (e.g., animacy, cau-
sality, agency, path) and are thought to represent the
basic layer of MOSAIC in the HMOSAIC cerebellar
architecture. At the same time, this foundational layer
of HMOSAIC contains the earliest models for the con-
trol of attention (another way of characterizing
“searching”) in the central executive (see Akshoomoff
et al., 1997, for attentional functions of the cerebel-
lum). This foundational movement-related explanation
also helps us understand Einstein’s otherwise puzzling
inclusion of “muscular type” psychical entities men-
tioned above. This idea is corroborated by the
long-known fact that the cerebellum is importantly in-
volved in motor imagery (e.g., Decety et al., 1994).

In the overall foregoing picture of processing be-
tween working memory and HMOSAIC, it can be seen
how new paired mental models representing creative
and innovative ideas are established in association with
decomposed image-schematic conceptual primitives
(namely, Einstein’s combinatory play of “certain sign
and more or less clear images” and not words). In the
view presented here, several layers of HMOSAIC
guide this process of creative synthesis, but the founda-
tional layer provides its meaning.

According to Einstein, the key to discovery appears
to be in the combinatory play with certain “signs and
more or less clear images.” In the next report from Ein-
stein, we discover more about the structure and dynam-
ics of these “psychical entities.”

Visualizing the Visuospatial Sketchpad:
Decoding Cerebellar Models

In his 1949 “Autobiographical Notes” Einstein fo-
cused on the psychical elements and processing struc-
ture of his internal world. He offered a visual record of
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the combinatory play and structure that brings forth an
ordering element. This ordering element provides the
logical connections that he mentioned “searching for”
in his above response to Hadamard. Einstein referred
to the process that unlocks the ordering element of
combinatory play as “thinking”:

What, precisely, is “thinking”? When, at the reception of
sense-impressions, memory-pictures emerge, this is not yet
“thinking.” And when such pictures form series, each mem-
ber of which calls forth another, this too is not yet “thinking.”
When, however, a certain picture turns up in many such se-
ries, then—precisely through such return—it becomes an or-
dering element for such series, in that it connects series
which in themselves are unconnected. Such an element be-
comes an instrument, a concept. I think that the transition
from free association or “dreaming” to thinking is character-
ized by the more or less dominating role which the “concept”
plays in it. It is by no means necessary that a concept must be
connected with a sensorily cognizable and reproducible sign
(word); but when this is the case thinking becomes by means
of that fact communicable. (Einstein, 1949, p. 7)

In Einstein’s example of thinking, perhaps in a con-
text of possible equations being used to solve a prob-
lem that had previously defied solution, each predictor
(forward) model would represent a line of “mem-
ory-picture” imagery related to a hypothetical solution.
These lines of imagery would include conscious-level
decompositions of Mandler’s (2004) image schemas as
represented in HMOSAIC cerebellar architecture
modeling (Wolpert et al., 2003). In Einstein’s mem-
ory-picture description of thinking these picture series
would be activated, by central executive attentional
control, in the conscious visuospatial sketchpad of
working memory. That is, as in Ito’s (1997) earlier
quoted example of a predictor (forward) model execut-
ing a quick arithmetical calculation, each predictor
model would produce a series of memory-pictures in
the visuospatial sketchpad of working memory (see
also, Wolpert et al.).

Let us say, for example, that there are three sets of
such predictor models repetitiously running in Ein-
stein’s working memory as he is confronting a problem
in his thinking. Each of these three lines of imagery
may be thought of as a hypothesis about the solution to
the problem situation at hand (see Wolpert et al., p.
596). Then, Einstein says an ordering-element picture
emerges from these series. In the HMOSAIC model
analysis, this ordering-element picture would be a new
“least error” picture arising from the mix of the three

predictive (forward) models that is changing in an
on-line fashion in Einstein’s thinking (Wolpert et al.;
see also Imamizu et al., 2003). What would guide the
formation of the new least-error predictor (forward)
model? Recall, as argued in the last section, that work-
ing memory/cerebellar operations are, within the pres-
ent theory, ultimately based on the system of im-
age-schematic primitives (basic meanings) learned in
infancy (Mandler, 2004). Accordingly, the current
state of these image-schematic primitives in a lower
layer of Einstein’s personal HMOSAIC would act to
guide the error calculations of his three “competing”
hypothetical predictor imageries toward the online
construction (by decomposition and generalization) of
the new ordering element (see, e.g., Haruno et al.,
1999). That is, the “order” in the ordering element
would derive its meaning from the image-schematic
layer (foundational layer) of HMOSAIC in relation to
logical connections already learned in other (higher)
layers of HMOSAIC.

The moment of “intuition.” Because the pre-
dictor (forward) models can be adaptively decomposed
and recombined as the mental situation changes, and
because the new, ordering-element picture would only
be experienced in Einstein’s working memory by vir-
tue of a new, separate predictor (forward) model, it
would represent the formation of a new pair of predic-
tor/controller models with its own responsibility in that
situation (Wolpert et al., 2003; Haruno et al., 1999). In
addition, because this newly formed pair of models
would be the result of additional rounds of abstractive
repetition in working memory, they would operate at
higher level of abstraction in HMOSAIC (Wolpert et
al.) and thus represent a new, more general concept as
described earlier. If this new concept (new ordering el-
ement) alters the responsibility predictors of other
paired models (ties together other concepts or concept
elements) at other levels of Einstein’s HMOSAIC, it
would represent a new (“creative”) idea and be per-
ceived in working memory by him as such. This sud-
den, unexpected new conceptual knowledge (the new
ordering element) connecting different layers of
HMOSAIC in a new way would be experienced as an
insight. In support of this idea a recent study involving
both functional magnetic resonance imaging and elec-
troencephalogram (EEG) methods has shown sudden
bursts of neural activity in the anterior temporal lobe at
moments of subjective insight involving sudden dis-
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covery of new (new to the subject) conceptually con-
nected material (Jung-Beeman et al., 2004).4 See Fig-
ure 1. Following in the vein of these findings, such
sudden bursts of neural activity might certainly be ex-
pected to occur upon the sudden formation of a new,
multilayer concept which might take the form of, for
example, insight related to a mathematical axiom
(which Einstein, 1956, said are always the result of “in-
tuition”), Kekulé’s discovery of the structure of Ben-
zene, or a part of the string of innovative insights lead-
ing toward Edison’s development of, for example, the
telephone or electric light (e.g., Carlson, 2000).5 Of
course, each of these new inspirations of creation and
innovation had to be empirically tested, and, as Ein-
stein said in his next account, is always subject to revo-
cation.

The Axiomatic Ordering Element:
The Working Memory/Cerebellar
Confabulation Leading to Intuition
and Insight

Einstein’s final report helps clarify how the order-
ing element, which might turn out to be an axiom in
mathematical discovery, starts with experience but is
“intuitively” constructed. In a letter to his good friend

Maurice Solovine, Einstein (1956) described a com-
plete diagrammatic model of his view of the discovery
of axioms. In the model, discovery begins with imme-
diate sensory experience, labeled (E). Then, in the next
step, Einstein shows an intuitive leap to axioms (A). In
the letter he described flow of events in the diagram as
follows:

A are the axioms from which we draw consequences. Psy-
chologically the A are based upon the E. There is, however,
no logical path from E to A, but only an intuitive (psycholog-
ical) connection, which is always subject to “revocation.”
(p. 121)

Einstein went on to say that once axioms were intu-
itively conceptualized, logical assertions could be de-
duced, and that, finally, these assertions must be tested
against experience. The idea that axioms could only be
arrived at by an intuitive leap was Einstein’s most per-
sistent epistemological belief (Holton, 1979).

Within the HMOSAIC modeling architecture, how
could someone intuitively know how the mathematical
world (or Kekulé’s physical world) works before the
intuitive idea is actually tested? We propose that the
same working memory/HMOSAIC arguments that ap-
plied to the construction of the ordering element (new
concept) in Einstein’s definition of “thinking” apply to
the workability of intuition in the real physical world.

Within this view, intuitions are sometimes workable
in the physical world, because the neurological princi-
ples behind the operation of the image-schematic base
of working memory and HMOSAIC predictor (for-
ward) models act as biases toward the principles that
govern the physical world. This predictor model bias
toward physical world principles originates in the per-
ceptual analysis of environmental dynamics in infancy
Mandler (2004) and its probable anchoring in the map-
ping functions of the brain’s hippocampus. (For a dis-
cussion of the connections between the cerebellum and
visuospatial functions of the hippocampus see, e.g,
Lalonde, 1997; Molinari et al., 1997; Vandervert,
1997.)

Conclusion

We have attempted to bring together the substan-
tial bodies of research on the neurophysiology of
working memory and the cognitive functions of the

Creativity Research Journal 15

Working Memory, Cerebellum, and Creativity

4Although Jung-Beeman et al.’s (2004) results are helpful to un-
derstanding the location in the brain (temporal lobe) of the common
“aha,” or “eureka” experience associated with creative discovery,
they do not shed light on the processes that lead to concept formation
and insight, for example, those processes mentioned by Einstein in
his three subjective accounts. The “aha” report measured by
Jung-Beeman et al. can only be interpreted as a brief signal that all of
the “creative” work (completion of a Remote Associates Test
[Mednick, 1962] type item) had been completed.

5The proposed occurrence of insight upon the merging of layers
of the HMOSAIC cerebellar architecture is reminiscent of Koestler’s
(1964) concept of creative “bisociation:”

I have coined the term ‘bisociation’ in order to make a dis-
tinction between the routine skills of thinking on a single
“plane,” as it were, and the creative act, which, as I shall try to
show, always operates on more than one plane. (pp. 35–36)

Elsewhere, he elaborated on the idea:

The Latin cogito comes from coagitare, to shake together.
Bisociation means combining two hitherto unrelated cogni-
tive matrices in such a way that a new level is added to the hi-
erarchy, which contains the previously separate structures as
its members. (Koestler, 1967, p. 183)



cerebellum to propose a new theory of innovation
and creativity. In addition, we have applied this the-
ory to an analysis of autobiographical accounts of
creativity and innovation. This type of analysis pro-
vides a detailed, phenomenally experienced counter-
part to behavioral, clinical, and neuroimaging studies
that further elucidates correlations between working
memory and cognitive functions of the cerebellum.
The value of an analysis of autobiographical accounts
of working memory is that the mapping of certain
categories of the phenomenal imagery of creativity
and innovation to particular components of working
memory and modularity within the cerebellum can
provide a theoretical model that can suggest where
the activity of creativity and innovation might occur
in the brain. Such information will help design future
experiments aimed at locating creativity and innova-
tion, in vivo, in specific complexes of cerebro-cere-
bellar circuitry. In order to achieve a better under-
standing of this circuitry, we must determine not only
the locations of the neural sources but also their tem-
poral relationships. Although functional
neuroimaging techniques can identify active brain re-
gions, they are not able to disclose the temporal
courses of the circuitry. This information can be ob-
tained through analysis of the electromagnetic signals
of the brain such as EEG, which has millisecond tem-
poral resolution. Recent progress in obtaining a
non-invasive, integrated spatial/temporal analysis of
neural activity has come in the form of advances in
inverse methods, which bring the power of spatial
cortical mapping to the electromagnetic techniques
(Pascual-Marqui, Michel, & Lehmann, 1994; Mosher
& Leahy, 1998; Liu & Schimpf, in press; Liu et al., in
press). By combining functional neuroimaging and
electromagnetic techniques (Dale et al., 2000), the
circuitry devoted to creative and innovative activity
may be measured as it unfolds. In an effort to further
validate the respective roles of working memory and
the cerebellum in creativity and innovation we are
currently investigating a variety of brain areas during
sustained in vivo creative and innovative tasks.
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